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In contemporary society, people rely on online information for their daily needs, making life-impacting decisions based on it. However,
identifying high-quality information on the internet has become challenging due to the abundance of information of both varied
quality and perspectives in this era of misinformation and generative AI. Beyond the simple categorization of false or true, the diverse
spectrum of conflicting data complicates the search for reliable information. Therefore, supporting people in critically navigating
through conflicting information is crucial for addressing their information needs and decision-making processes. Drawing from theory
and prior work, this paper presents the design and design rationale of a prototypical technological support tool ’INFO-NAVIGATE’ for
identifying high-quality information, while enhancing cognitive ability and critical thinking as a part of a socio-technical Information-
Problem-Solving (IPS) intervention. We performed system evaluation and preliminary user evaluation of the prototype and gathered
insights into user engagement with different tool features. Results indicate that participants utilized the main features of the tool to
perform critical tasks for processing conflicting information.
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1 INTRODUCTION

Across professional, educational, and daily life contexts, people rely on internet resources despite the varying quality of
sources [11, 18]. Sourced information affects the choices and behaviors of individuals, and ultimately, the wider society.
[11]. Hence, supporting and educating people to identify high-quality online information is important.

The abundance of accurate and inaccurate information can be characterized by the proliferation of conflicting
information [16]. Such information may involve differences in source credibility alongside cases where there is a
perception that experts disagree and there is no single consensus, even in relatively high-quality sources [10]. For
∗Corresponding author

Authors’ addresses: Ajanie Karunanayake, TD School, University of Technology Sydney, Sydney, Australia, ajanie.m.karunanayake@student.uts.edu.au;
Antonette Shibani, TD School, Centre for Research on Education in a Digital Society, University of Technology Sydney, Sydney, Australia, antonette.
shibani@uts.edu.au; Simon Knight, TD School, Centre for Research on Education in a Digital Society, University of Technology Sydney, Sydney, Australia,
simon.knight@uts.edu.au.

2024. Manuscript submitted to ACM

Manuscript submitted to ACM 1

HTTPS://ORCID.ORG/0009-0008-7806-9119
HTTPS://ORCID.ORG/0000-0003-4619-8684
HTTPS://ORCID.ORG/0000-0002-8709-5780
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://orcid.org/0009-0008-7806-9119
https://orcid.org/0000-0003-4619-8684
https://orcid.org/0000-0002-8709-5780


2 Ajanie Karunanayake, Antonette Shibani, and Simon Knight

example, in early 2020, different health organizations globally provided varied advice regarding the use of face masks to
mitigate COVID-19 risks. The exposure to this conflict may confuse people and left unexplained, can lead to a general
distrust in experts or/and be mobilized into misinformation campaigns [25]. Due to cognitive biases and the lack of
domain knowledge, lay people struggle to identify the genuineness of the claims made and find valid information when
different sources provide conflicting information [11], specially when conflicts in sources involve a blend of accurate
and inaccurate information [19].

Furthermore, Generative AI (GenAI) advances have amplified the easy generation of information appearing to be
from human sources, including misinformation [12]. Simultaneously, it provides a new information search aid, even for
knowledge work and complex tasks [7, 35]. GenAI tools like ChatGPT excel in generating responses to straightforward
questions and offering general solutions. However, in complex tasks, prompt quality impacts the response quality
[37]. Therefore, in the context of conflicting information, GenAI responses may be limited to only one perspective or
may present potentially false equivalence between sides of an argument. This limited perspective display may lead to
misleading credibility when people are exposed to different perspectives [28].

This paper presents the design and evaluation of a prototype tool for information seeking, ’INFO-NAVIGATE’,
designed to address the context of conflicting information and the impacts of GenAI. The aim of this paper is to
introduce its design rationale[22], explaining feature selection and design decisions, with preliminary evaluation
addressed through the research question, How do INFO-NAVIGATE users engage with the tool’s functionality to process
conflicting information?

2 BACKGROUND LITERATURE

A key approach in filtering information and designing user-facing interfaces has been analysis of information quality,
which has evolved from checklist approaches to evaluate sources on a set of criteria [24] to more advanced rule-based
algorithms and automated machine learning approaches to classifying information sources. These focus on a set of
features related to a single topic and provide an individual indication of high or low quality [18]. However, dealing with
conflicting information is more complex than simple classifications of fake/ true, or high quality/ low quality. People
need to critically compare and contrast multiple documents with diverse perspectives to identify the most plausible
information tackling biases [3, 15, 34]. Bing Multi-Perspective Answer1, Multi-Perspective Search Engine Tool [9]2 and
NewsCube [30] are some of the technical solutions introduced to expose information seekers into diverse perspectives
built around a phenomenon and mitigate biases. Even though these tools provide perspective comparison support, they
are limited in supporting what information to believe.

Information seekers need to use their cognitive abilities, including critical thinking, alongside supporting tools to
tackle the context of conflicting information. The Information Problem Solving using the Internet (IPS-I) model presents
the five main skills needed to solve information problems successfully using online resources: defining the problem,
searching for information, scanning information, processing information, and presenting information [5]. These skills
are derived from the main complex cognitive skill called information problem solving (IPS) [4], which is well-researched
in the educational domain.

IPS informed pedagogical interventions broadly fall into two types: 1. Instructional IPS interventions and 2. Tool-
based IPS interventions. Instructional interventions mainly use guided instructions [36], while tool-based interventions
use software programs to support and educate people during the IPS process. Experimental results from IPS instructional

1https://blogs.bing.com/search-quality-insights/february-2018/toward-a-more-intelligent-search-bing-multi-perspective-answers
2https://www.youtube.com/watch?v=VD1QubNiRR4
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interventions reveal that they can improve IPS skills to some extent. However, findings also reveal limitations in
scaffolding content evaluation [15], and found tool-based scaffolding more beneficial in enhancing metacognitive
awareness during information selection and analysis [31]. We posit that a combination of technological and instructional
approaches provides a desirable socio-technical solution.

Socio-technical solutions stress the reciprocal interrelationship between humans and machines to find effective solu-
tions to complex problems that require understanding the technical aspects and the social, cultural, and organizational
contexts in which technology is implemented [14]. IPS tool-based interventions offer such support using technical
and pedagogical instructions. Many existing IPS tool-based interventions use standalone or web-based software with
user-friendly interfaces, focusing more on technology and less on instructional support [6, 17, 34]. IPS interventions
that scaffold lay people in information problem-solving in the context of conflicting information where there is no
one consensus are limited. Amongst existing intervention tools, met.a.ware is the only closely relevant tool to our
problem space that supports lay people in solving information problems with conflicting information [34]. The tool
support, however, focuses mostly on source quality evaluation, including author attributes and IPS process regulation
activities introduced in the IPS model, which is insufficient to identify high-quality information content in the context
of conflicting information. When lay people deal with conflicting information, since they may lack prior knowledge
to identify the most plausible information, they need to evaluate both source and content thoroughly and critically
corroborate the information by navigating through multiple sources [15, 34]. While existing IPS interventions focus
on source and content quality evaluation to an extent, their information corroboration support is limited. In addition,
none of the interventions provide inter-textual conflict resolution support, which is crucial when dealing with multiple
conflicting pieces of information.

In INFO-NAVIGATE design, we address these limitations. The tool acts as a pedagogical intervention that scaffolds
people to successfully navigate conflicting information and identify high-quality information by activating and enhanc-
ing cognitive skills and critical thinking ability. These skills are necessary for responsible information seekers in the
age of misinformation and generative AI. Also, these are identified as part of a repertoire of competencies learners
should develop when engaging with AI content meaningfully by past work [33].

3 TOOL DESIGN AND IMPLEMENTATION

3.1 Overview

Information seeking is not merely finding information. Eventually, the identified information is used for sense making
and solving an information problem [23, 34]. For example, if a person wants to know whether red wine has health
benefits, they may use the search query "Does red wine have health benefits?", which might result in obtaining
conflicting information and evidence from different sources. Once the information seeker receives a collection of such
information pieces, they engage in processes leading to a deep understanding of the information, such as critical source
and information quality evaluation, information analysis, selection, and integration. Based on the skills and activities
outlined in the IPS-I model, these actions occur during the information processing stage [5]. INFO-NAVIGATE is
specifically designed to support this information processing stage in the IPS process to help users deal with conflicting
information.

Feature selection for the tool was grounded in the review of existing IPS interventions, people’s engagement with
GenAI tools during information seeking and conflicting information visual representation guidelines[20]. In addition to
that, we considered features of modern information-seeking support tools and users’ preferences for those features.

Manuscript submitted to ACM
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These tools include, Bing Multi-Perspective Answer, Multi-Perspective Search Engine Tool [9] and Consensus3. We
address the limitations of Bing Multi-Perspective Answer and Multi-Perspective Search Engine tools such as manual
or black-box algorithmic filtration of sources, by offering explainability to users. In addition to displaying multiple
perspectives side by side, we provide support for users to corroborate the information behind each perspective for
navigating conflicting information. The tool intervenes in the practical scenario of information seeking, where people are
exposed to diverse types of online sources without limiting them to curated sources (academic articles), like Consensus
does. In contrast to existing tools, INFO-NAVIGATE is also developed as part of a pedagogical intervention to educate
users in navigating and processing conflicting information critically, including source and content quality evaluation
support and comparing and contrasting support for multiple perspectives. Features were selected to provide these
supports (detailed in the following section) while addressing the limitations of prior IPS interventions and tools.

Figure 1 depicts the user interface of the web-based AI-powered IPS support tool INFO-NAVIGATE. The tool accepts
search queries as user input and dynamically generates relevant content for the entered search query (the labeled parts
are explained in detail in the next section).

Figure 2 depicts its content generation pipeline using Natural Language Processing (NLP) sub-tasks. Python libraries
and OpenAI GPT 4o-mini model (LLM API) were used to extract information and generate content by leveraging the
capabilities of Large Language Models (LLMs) in performing these tasks [12, 13, 38]. We followed OpenAI prompt
engineering guidelines [1] to define prompts for the LLM API. A low temperature (temperature = 0) and a high top-p
(top_p = 1) values were set for the model to maintain the generated contents’ consistency and logic (All the LLM
prompts used are provided in Appendix A). We sought to evaluate outputs using system-level metrics and pilot user
testing, explained in later sections.

The following sections describe the rationale for feature selection and detail how the features were implemented in
the tool.

3.2 Main Features

3.2.1 Horizontal View of Multiple Sources. Once the user enters a search query, the tool extracts the top five results
from the commonly used Google search engine using the Python “googlesearch” library and displays them horizontally,
as visualized in figure 1, rather than in a list view, which is the orientation used by traditional search engines. Multiple
reasons influenced the selection of this horizontal view. Prior research indicates that in a list view, the documents’ order
can influence the user’s understanding of the controversy when conflicting information exists [27]. Several cognitive
biases that occur due to the traditional list view were identified, particularly when searching for information in contexts
where multiple perspectives exist. This includes users’ tendency to stick to the first few (1-3) search results of the Search
Engine Results Page (SERP) and build trust in those results, neglecting or avoiding other or conflicting perspectives that
might have similar value to consider before deciding, narrowing down the perspective spectrum [28]. The horizontal
view of sources with multiple perspectives is identified as a better design principle to represent conflicts[20]. Thus, a
horizontal view was selected to eliminate cognitive biases, present a better view of multiple perspectives and support
easy information corroboration across multiple sources.

3.2.2 Synthesized Response. A multi-perspective search engine experiment identified that despite the controversies in
a topic, people prefer to get a direct answer to their queries [9]. A recent study that examined ChatGPT’s impact on
information-seeking behavior also identified that people use ChatGPT response as a starting point to plan their search

3https://consensus.app/
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Fig. 1. User interface of INFO-NAVIGATE to support critical thinking and processing of conflicting information

process and as an overview for unknown topics [7]. Because of its relevance to information processing in the age of
AI, we embedded the synthesized response feature in our tool as a core component. This synthesized, straightforward
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Fig. 2. Content generation pipeline

response provides users with an early orientation to different perspectives to help navigate complex and unfamiliar
topics. We used an appropriate prompt (Prompt 1) for the LLM to implement this summary feature, using the body
contents of the five selected sources to represent the diversity of perspectives and eliminate the perspective masking
effect of tools like ChatGPT that provide a single answer, often based on a predominant source.

3.2.3 Perspective Panel. As shown in figure 1, this horizontal panel presents the perspective of each article toward the
user query and its stance clearly indicated using a colour code. This presentation aligns with the conflict representation
design principles identified in prior work [20]. The green colour indicates the favoured ’for’ perspectives toward the
topic, the red indicates the ’against’ perspectives toward the topic, and grey indicates the ’neutral’ perspectives. This
functionality allows users to identify where an agreement or consensus exists regarding a particular topic, and was
inspired by the consensus meter of the AI-powered Consensus tool. While the tool highlights the general consensus (or
lack thereof), users still need to analyze multiple perspectives and resolve conflicts critically before reaching a decision.

We leveraged the LLM information extraction capability to derive perspectives (Prompt 3). LLMs also exhibit emergent
capabilities in stance detection tasks [38]. We adapted their prompt for stance detection using a few-shot prompting
strategy to obtain the output in a desired format for our tool (Prompt 5).

3.2.4 Quality Features Panel. When a user clicks on the “View Quality Features” button highlighted in figure 1, they
see an expanded view of the quality feature panel displayed in figure 3.

This view contains a list of key source and content quality features along with the values corresponding to each
source. Based on the literature review on website, web page, and information quality, we have identified a set of
key source-based and content-based web content quality criteria that focus on content more than formatting when
determining the quality features. This includes author details, publisher details, timeliness of the content, accuracy
of the content (inclusion of references), and objectivity of the content [18, 24, 29]. This feature serves as a scaffold
for users to identify high-quality information by increasing their awareness of quality features and the values they
should look for in the informed end-user method. This method increases the transparency and explainability of the
tool and reduces the risk of misclassification that might occur in quality prediction tools using black-box algorithms
[32]. As shown in the pipeline in Figure 2, once the five sources are retrieved, the values for the features are extracted
Manuscript submitted to ACM
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Fig. 3. Quality Features Panel

by scraping each source separately. In addition to web scraping techniques, the “TextBlob” Python library is used to
identify the objectivity of the source content.

3.2.5 Source Content Panel. This panel includes two features: a set of subheadings (sub-topics) mainly discussed in the
selected sources and a summarized bullet-point view of the source contents under each subtopic as indicated in figure 4.

Fig. 4. Source Content Panel

Since the content is vertically presented underneath its perspective, it supports users to navigate conflicts [20].
Source summaries are used to help information seekers recognize the usefulness and relevancy of the content [9].
This facilitates understanding inter-textual relationships when resolving discrepancies between multiple conflicting
documents [21]. When visualizing the summary bullet points under subtopics, we also highlight the coverage and
informativeness of the content in response to the topic (breadth and depth). If an article summary covers more subtopics,
the article has good coverage (high breadth of content). If an article summary has more information points under a
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subtopic, then that article has a higher degree of informativeness on that sub-topic (high depth of content). Information
coverage and informativeness are two important features in information quality evaluation that have been added to our
tool, which are not utilized in any of the existing tool-based IPS interventions as scaffolds. In light of these, each source
content’s summarized version is displayed as a bullet point summary categorized into subtopics mainly discussed
in the selected sources to scaffold in-depth reading and understanding, judging relevancy, usefulness, coverage, and
informativeness of the content, and resolving inter-textual conflicts.

We used the LLM to derive subtopics (prompt 2) and generate summaries (prompt 6) leveraging its capabilities in
information extraction and summarization. As shown in the content generation pipeline in figure 2, once the sources
are selected, the contents of all the sources are used as input for the subheadings generation prompt, and the generated
subheadings and content of each source are used as inputs to the summary generation prompt.

4 EVALUATION OF THE TOOL’S CONTENT GENERATION

First, we conducted a system evaluation to assess the tool’s content generation quality (including the evaluation of
LLM outputs).

4.1 Method

We evaluated content generation quality of the LLM using both traditional machine learning metrics and AI-assisted
metrics. We employed BERTScore as the traditional machine learning metric to calculate semantic similarity between
generated texts and the relevant ground truths (manually created by humans). BERTScore calculates token similarity
using context embedding, which enables the capture of both semantic and contextual similarity instead of calculating
the exact match of tokens [39]. The first author created ground truth summaries for the set of retrieved sources, these
were checked for face validity by the second author.

We also employed five AI-assisted metrics for evaluating LLM outputs (see Table 1). Four were selected from the
Azure AI Studio Guide [2], alongside a custom metric named ’Coverage’ to measure the comprehensiveness of the
generated text in relation to the given context and prompt. (All the AI-assisted prompts are provided in Appendix C)

For this evaluation, we considered tool-generated texts from three search results (listed in Appendix B) for rigour.
Table 1 presents evaluation metrics with their descriptions.

4.2 Results

Table 1 presents the mean and standard deviation of the metrics for each text generation feature of the tool, based on
the three searches conducted 4.

The evaluation results (Table 1) indicate that content generation quality is generally high for all features. This
indicates that the tool’s generated contents are closely aligned with the human-generated ground truths and have
factual and linguistic accuracy, comprehensiveness and user-friendliness. In addition, the LLM correctly predicted the
stance 93.33% of the time (14 out of 15 stances matched the stance identified by human), indicating generally high
performance for the stance detection task as well.

4The BERTScores were calculated using "bert-score" Python library. The ratings for the AI-assisted metrics were derived using OpenAI GPT-4o-mini API.
Manuscript submitted to ACM



INFO-NAVIGATE for Critical Thinking in Complex Information Landscapes: A Design Rationale and Pilot Evaluation9

Table 1. LLM GenerationQuality Evaluation Metrics for INFO NAVIGATE features

Metrics Description Synthesized
Response

Perspectives Subheadings Source
Content
Summaries

BERTScore Measures semantic similarity between the generated text
and the ground truth. (value 0-1)

M=0.92
SD=0.01

M=0.95
SD=0.02

M=0.92
SD=0.03

M=0.92
SD=0.02

Groundedness Measures how well the model-generated text aligns with
information in the input source. Value is a reflection of the
accuracy of the generated text. (value 1-5)

M=5
SD=0

M=4.6
SD=0.5

M=5
SD=0

M=5
SD=0

Relevance Measures how well the model-generated response pertains
and is directly related to the given prompt/ question. Value
is a reflection of the appropriateness of the generated text.
(value 1-5)

M=5
SD=0

M=4.93
SD=0.26

M=5
SD=0

M=5
SD=0

Coherence Measures howwell the model-generated text flows smoothly,
naturally and written in human-like language. Value is a
reflection of the readability and user-friendliness of the gen-
erated text. (value 1-5)

M=4.67
SD=0.58

M=4.53
SD=0.52

M=4.67
SD=0.58

M=4.87
SD=0.35

Fluency Measures the grammatical proficiency of the model-
generated texts. Value is a reflection of the linguistic correct-
ness of the generated text. (value 1-5)

M=5
SD=0

M=4.93
SD=0.26

M=5
SD=0

M=5
SD=0

Coverage Measures how well the model-generated text contains the
main points included in the given context. Value is a reflec-
tion of the comprehensiveness of the generated text. (value
1-5)

M=5
SD=0

M=4.8
SD=0.41

M=5
SD=0

M=5
SD=0

5 USER EVALUATION

Secondly, we conducted a user evaluation to understand users’ engagement with the tool features.

5.1 Method

Pilot user study of the INFO-NAVIGATE prototype was run with six PhD students from an Australian university who
volunteered to participate in the research after providing informed consent (HREC ethics approval ETH24-9432). In
the 1 hour pilot, we asked participants to use the INFO-NAVIGATE tool to identify arguments for and against a given
controversial issue, along with supporting evidence, to derive a conclusion. The issue presented was: ’Should companies
that adopt AI be taxed to compensate for the impacts on employees?’. This is a current controversial issue in which
different parties hold different evidence-informed perspectives, with no single consensus. At the beginning of the study,
the users’ expertise was recorded using a 5-point prior knowledge rating question (M = 1.67, SD = 1.03), confirming their
non-expertise on the topic. Participants were given a web-based data collection portal as part of the INFO-NAVIGATE
tool containing text boxes to input their identified ’for’ and ’against’ arguments and the conclusion derived. We also
asked participants to record their browser screens during the pilot test using Zoom5 video recording. At the end of the
test, we collected their task deliverables and screen recordings for analysis.
5www.zoom.com/
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Following the pilot test, within the same week, we conducted video Stimulated Recall Interviews (SRI)[26] with
each participant individually. The video SRI is a research technique that uses video recordings of the interviewees’
behaviour during an event to help them recall their behaviour and reflect on their decision making process during
the videoed event [26]. We used this technique to understand participants’ usage of different features of the tool and
their perception of the features. We did so by asking them to reflect on their engagement with different features while
making decisions on processing conflicting information on the given controversial issue. Each interview ran for about
30 minutes. Key moments from the screen recordings were played during the interviews to recall the participants’
behaviour.

5.2 Results

The interview responses were transcribed and qualitatively analyzed to study how pilot participants engaged with the
different tool features to process conflicting information. We highlight key findings with respect to each feature below.

5.2.1 Perspective Panel. Multiple participants explained they utilized the horizontal view of multiple perspectives with
the colour-coded categorization to read different perspectives across and compare each perspective with others. This
visualization enabled them to think critically about the reasoning behind the differences and similarities of different
perspectives. “This was really nice for me because every company or person will have certain policies by which they
abide, and it was interesting to me to see that this company has this specific perspective; what is the context in which
they opted to have this perspective? So that would give me a sense of being able to classify people’s or companies’
behavior to see how they arrive at it.” [P4] "It was a nice feature with categorizing different groups, so it’s easy to skim
through perspectives across by comparing and interrogating: why have they written certain things in a certain way?
some things are similar but written differently.” [P5]

Participants also mentioned that they used the colour-coded categorization to effectively categorize articles and
identify arguments for and against the topic. “I paid attention to the color code because the title of the source did not
provide a clear understanding of whether the source is discussing for or against it. So, I think the color code helped. I
could select arguments much faster once I understand this is for, against, and neutral.” [P2] Some participants used this
view to identify where the consensus on the issue lies: “having colours is really helpful. I saw again more positive to
the statement. This time, I asked if companies should compensate the impacted employees. So yes, the company should
compensate.” [P1]

We found that participants engaged with the perspective panel to efficiently accomplish multiple conflicting in-
formation processing activities, such as a critically comparing conflicting perspectives, selecting information, and
understanding where the social agreement lies.

5.2.2 Source Content Panel. Similar to the perspective panel, participants engaged with the source content panel to
critically compare and contrast information across different sources and efficiently select information. The horizontal
view and information arrangement under different subheadings were useful for accomplishing the above activities.
“I could evaluate each one against the other. It was just a nice way of looking at it at the time. I looked it through
that horizontally just to see how the perspectives change. I noticed that both ends of the spectrum used some of the
reasoning just to argue for their own conclusions” [P4]. “I feel like it saved a bit of time going through the articles by
myself. It did that work for me by grouping things into different sections and across those different articles. So I could
easily do comparisons and select arguments in that way.” [P5]
Manuscript submitted to ACM
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Moreover, P2 and P5 used subheadings to analyse the issue in different dimensions and organize information.
“Subheadings provide a good outline for users to analyze the topic from different dimensions and categorize information
to put it together.” [P2]

Also, participants used arguments presented in point form on this panel to define directions to find evidence and
more information for deep understanding. “The summary is handy, so you don’t have to skim through all the articles.
You’ll know what to look for in these articles.” [P2] “Provides a stock of arguments that is good enough. Maybe as a
student, I will use this and then try to find the right academic journal to identify evidence to support chosen arguments.”
[P1]

Additionally, participants used the point form summary to get an idea about the topic since they are not experts in
the topic field. “I’m not an expert in this area, but the summary was helpful.” [P2] “I like the summaries, which were
useful in a way to get an understanding of things.” [P3]

Participants engaged with the source content panel to navigate conflicting sources horizontally, compare and
contrast information across different sources, and to efficiently select information. Moreover, they used the point form
summarized view along with subheading categorization to get an understanding about the issue as a layperson, analyze
it, organize information, and identify directions to explore further for deep understanding.

5.2.3 Quality Feature Panel. Participants utilized the summarized comparable presentation of important quality features
in the quality feature panel to arrive at an evaluation judgment quickly. “When the quality features are put in one table
like this, everything is in comparison, so I can quickly have a judgment of an evaluation. This one is more credible. This
one is not.”[P1] “Publisher reliability or motives or who it was is important, and I remember there was one that was a
lobby group, so that made me not want to look at that source. Because I decided that it would not be reliable at all.”[P3]

The participants heavily paid attention to the author’s expertise, publisher’s motives and reliability and timeliness
of the sources to evaluate source quality. Several participants paid attention to the objectivity score. However, some
explained they were unclear how the score was calculated.

Findings indicate that the quality feature panel was useful for efficiently discerning quality sources. The tool was
also helpful in directing participants’ attention to sophisticated features when judging source quality.

5.2.4 Synthesized Response. We observed that the majority of participants (4 out of 6) did not engage with the
synthesized response feature for processing conflicting information during the pilot test. P1 and P3 identified it as "a
summary of everything" [P3] and "a good conclusion" [P1] noting that they used the information breakdown more than
the synthesis during the activity.

6 DISCUSSION AND CONCLUSION

In this study, we presented the design rationale of the INFO-NAVIGATE tool, explaining its key features, implementation,
and initial evaluation results at a system and user level. The preliminary user evaluation results of INFO-NAVIGATE
provides insights into user engagement with different tool features when processing conflicting information. Primarily,
the participants engaged with both the perspective panel and the source content panel to compare and contrast different
perspectives and information in multiple sources, which helped them critically think about the reasons behind the
differences and similarities. They utilized the horizontal presentation and perspective categorization to perform this
comparison easily and efficiently. Participants also engaged with the Quality feature panel, with comparable views
and sophisticated feature values to arrive at quick source quality evaluation judgments. Information corroboration by
comparing and contrasting information in multiple sources and thorough source quality evaluation are identified as the
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most crucial activities that must be performed by internet users when dealing with conflicting information [15, 34]. Our
study findings indicate that users engage with the perspective panel, source content panel and quality feature panel of
INFO-NAVIGATE to accomplish these activities.

Moreover, participants engaged with perspective panel and source content panel to analyze, select, and organize
information, and identify directions for deeper exploration, mainly using the perspective categorization and information
points arrangement with subheadings as scaffolds. Deep understanding of information, information analyzing, selection
and organization are the main activities defined under information processing in IPS model [5], which were supported by
the perspective panel and source content panel in INFO-NAVIGATE. Additionally, participants utilized the perspective
categorization and summary view of the source content panel to understand the controversial issue before starting
information processing, as they were non-experts in the topic area.

Further research is required with larger and more diverse cohorts to understand differences across user behaviours,
and how engagement with features of tools such as INFO-NAVIGATE can support users in navigating conflicting
information. The introduced design rationale can inform future research, and the development of novel information
seeking interfaces6. Educators can also embed this kind of technology and intervention design in their curriculum
in addition to disciplinary content [8]. This way, learners can be equipped with capabilities to tackle the present
problematic climate of the internet and improve their complex cognitive skills through learning experiences.
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A LLM PROMPTS

Table 2. LLM prompts used for sub-tasks in INFO-NAVIGATE (Numbered as in Fig. 2: Content Generation Pipeline)

Prompt
Name

Task Prompt

Prompt 1 Synthesized Response genera-
tion

"role": "system", "content": "You will be provided with a set of contents
(delimited with XML tags) about the same topic. Generate a 100 words
synthesis based on the given contents."
"role":"user", "content": {body1}{body2}{body3}{body4}{body5}"

Prompt 2 Subheadings derivation

"role": "system", "content": "You will be provided with a set of contents
(delimited with XML tags) about the same topic. Identify five main distinct
broader sub-topics discuss in the contents and arrange them in descending
order of occurrence frequency. Provide only the topics. Do not include
frequency or description."
"role":"user", "content": {body1}{body2}{body3}{body4}{body5}"

Prompt 3 Perspective derivation

"role": "system", "content": "You will be provided with content and a query.
Your task is to summarize the main perspective of the given content in
20 words towards the given query."
"role":"user", "content": f"content:{body} query:{query}"

Prompt 4 Convert query to a statement
for the purpose of stance de-
tection

"role": "system", "content": "You will be provided with a query.
Convert that query to a statement. Answer in a consistent style"
"role": "user", "content": "query: Is nuclear energy the answer
for Australia’s race towards net zero emission?"
"role": "assistant", "content": "Nuclear energy in Australia"
"role":"user", "content": f"query:{query}"

Prompt 5 Stance detection of the per-
spective

"role": "user","content": "What is the attitude of the
sentence: \"Nuclear energy seen as a costly and delayed solution
compared to renewables for Australia’s net zero emission goals.\"
to the target \"Nuclear energy is being considered as a potential solution for
Australia’s pursuit of net zero emissions.\" select the answer from the
following three words: Favor, Against or Neutral. Answer in consistent style “
"role": "assistant", "content": "Against"
"role": "user", "content": f"What is the attitude of the sentence:{summary}.
to the target{statement}. select from favor, against or neutral"

Prompt 6 Source point-form summary
generation

"role": "system", "content": "You will be provided with content and a
list of subtopics. Your task is to summarize the content in point form,
at most 10 words per each point by preserving the meaning and classify
each point into the provided subtopics. Do not need to provide word
count in each information point. If there is no closely related
information point for a subtopic, keep that subtopic category empty.
Provide your output as a JSON object with the exact subtopics in the
list as keys. Answer in consistent JSON format
like : {"Subtopic 1": [],"Subtopic 2": [],"Subtopic 3": [],"Subtopic 4":
[]"Subtopic 5": []
"role":"user", "content": f"content:{body} subtopic list:{subTopics}"
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B SEARCH RESULTS USED FOR EVALUATION

Table 3. SearchQuery and Resulting Sources Used for Content GenerationQuality Evaluation

Search query Sources

Should companies that adopt AI be taxed
to compensate for the impacts on em-
ployees?

https://blogs.lse.ac.uk/businessreview/2022/11/24/
should-machines-be-taxed-like-people/

https://www.brookings.edu/articles/navigating-the-
future-of-work-a-case-for-a-robot-tax-in-the-age-of-ai/

https://www.imf.org/en/Blogs/Articles/2024/06/17/
fiscal-policy-can-help-broaden-the-gains-of-ai-to-humanity

https://www.futureofworkhub.info/comment/2019/12/4/
robot-tax-the-pros-and-cons-of-taxing-robotic-technology-in-the-workplace

https://www.brookings.edu/articles/tax-not-the-robots/

Is nuclear energy the answer for Aus-
tralia’s race towards net zero emission?

https://theconversation.com/is-nuclear-the-answer-to-
australias-climate-crisis-216891

https://www.themandarin.com.au/249085-is-nuclear-
the-answer-to-australias-climate-crisis/

https://www.csiro.au/en/news/all/articles/2023/december
/nuclear-explainer

https://www.theguardian.com/commentisfree/2024/mar/22/
heres-why-there-is-no-nuclear-option-for-australia-to-reach-net-zero

https://mckellinstitute.org.au/research/articles/explainer-heres-why
-the-evidence-suggest-nuclear-doesnt-make-sense-for-australia/

Does red wine have health benefits?

https://www.medicalnewstoday.com/articles/265635

https://www.health.harvard.edu/blog/is-red-wine-good
-actually-for-your-heart-2018021913285

https://www.healthline.com/nutrition/red-wine-good-or-bad

https://www.webmd.com/diet/health-benefits-red-wine

https://zoe.com/learn/red-wine-health-benefits

C AI-ASSISTED EVALUATION PROMPTS

C.1 Groundedness

You will be presented with a CONTEXT and an ANSWER about that CONTEXT. You need to decide whether the
ANSWER is entailed by the CONTEXT by choosing one of the following rating:
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5: The ANSWER completely follows logically from the information contained in the CONTEXT.
4: The ANSWER mostly follows logically from the information contained in the CONTEXT.
3: The ANSWER partially follows logically from the information contained in the CONTEXT.
2: The ANSWER mostly does not follow logically from the information contained in the CONTEXT.
1: The ANSWER is logically false from the information contained in the CONTEXT.
Select an integer score between 1 and 5 and if such integer score does not exist,
use 1: It is not possible to determine whether the ANSWER is true or false without further information.
Read the passage of information thoroughly and select the correct answer from the five answer labels.
Read the CONTEXT thoroughly to ensure you know what the CONTEXT entails. Note the ANSWER is generated by

a computer system, it can contain certain symbols, which should not be a negative factor in the evaluation.

C.2 Relevance

Relevance measures how well the answer addresses the main aspects of the question, based on the context. Consider
whether all and only the important aspects are contained in the answer when evaluating relevance. Given the context
and question, score the relevance of the answer between one to five stars using the following rating scale:

One star: the answer completely lacks relevance
Two stars: the answer mostly lacks relevance
Three stars: the answer is partially relevant
Four stars: the answer is mostly relevant
Five stars: the answer has perfect relevance
This rating value should always be an integer between 1 and 5. So the rating produced should be 1 or 2 or 3 or 4 or 5.

C.3 Coherence

Coherence of an answer is measured by how well all the sentences fit together and sound naturally as a whole. Consider
the overall quality of the answer when evaluating coherence. Given the question and answer, score the coherence of
answer between one to five stars using the following rating scale:

One star: the answer completely lacks coherence
Two stars: the answer mostly lacks coherence
Three stars: the answer is partially coherent
Four stars: the answer is mostly coherent
Five stars: the answer has perfect coherency
This rating value should always be an integer between 1 and 5. So the rating produced should be 1 or 2 or 3 or 4 or 5.

C.4 Fluency

Fluencymeasures the quality of individual sentences in the answer, and whether they are well-written and grammatically
correct. Consider the quality of individual sentences when evaluating fluency. Given the question and answer, score the
fluency of the answer between one to five stars using the following rating scale:

One star: the answer completely lacks fluency
Two stars: the answer mostly lacks fluency
Three stars: the answer is partially fluent
Four stars: the answer is mostly fluent
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Five stars: the answer has perfect fluency
This rating value should always be an integer between 1 and 5. So the rating produced should be 1 or 2 or 3 or 4 or 5.

C.5 Coverage

Coverage measures how well the answer contains the main points of the context, relevant to the question. Consider
whether all the main points are contained in the answer when evaluating coverage. Given the context and question,
score the coverage of the answer between one to five stars using the following rating scale:

One star: the answer completely lacks coverage
Two stars: the answer mostly lacks coverage
Three stars: the answer partially contains important points
Four stars: the answer mostly covers important points
Five stars: the answer has perfect coverage
This rating value should always be an integer between 1 and 5. So the rating produced should be 1 or 2 or 3 or 4 or 5.
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